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TRANSFER FUNCTION
I ntroduction:
Transfer function of a linear time-invariant system is defined as the ratio of the Laplace
transform of output variable to the Laplace transform of input variable assuming all the initial
conditions to be zero. The figure 1a shows the system in time domain whereas figure 1b shows
the system in Laplace domain.

> G(3) |_——C (5)

R (s)

r{t) — g (t) ¢(t)

Figure 1a. systemintime domain Figlb. systemin Laplace domain.

Figure 1. Transfer Function of a system
If G(s) be the transfer function of the system, we can write mathematically as

Laplace transform of output
G(9) === -

: (al initial conditions are zero)
Laplace transform of input

= % (al initial conditions are zero) (1)

Example: Determine the transfer function of figure 2 shown below. Vi(t) is the input to the
system and V(t) is the output of the system.

R
(s 8 ..-'W"- = %
! r
T —c V, (1)

Figure 2
Solution- Let i(t) be the current flowing through the circuit using KVL we can write
Vi(h=Ri(t) + < [°_ i(tdt
AndVo(t) =< [ i(t)dt
Taking Laplace transfer of the above equation by assuming zero initial condition, we get
Vi(s) = RI(9) +— 1(9)
AndVo(s) = = 1(9)

= Transfer Function = G(s) = Vo(s) _ _ 1

Vi(s) " 1+sCR
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BLOCK DIAGRAMS

Block diagram is the pictorial representation of system. It consists of a single block or a
combination of blocks. Each block is a functional block.

Basic Elements of Block Diagram

The basic elements of a block diagram are a block, the summing point and the take-off point.
Let us consider the block diagram of a closed loop control system as shown in the following
figure to identify these elements.

Summing point Take-off point
R(s) + a(o) %(‘2
H(s)

The above block diagram consists of two blocks having transfer functions G(s) and H(s). It is
also having one summing point and one take-off point. Arrows indicate the direction of the
flow of signals. Let us now discuss these elements one by one.

Block

The transfer function of a component is represented by a block. Block has single input and
single output.

The following figure shows a block having input X(s), output Y(s) and the transfer function
G(9).

Y
15 S P &)

Transfer Function, G(s)=Y ()/X(s)
=Y (9)=G(9)X(9)

Output of the block is obtained by multiplying transfer function of the block with input.

Summing Point

The summing point is represented with a circle having cross (X) inside it. It has two or more
inputs and single output. It produces the algebraic sum of the inputs. It aso performs the
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summation or subtraction or combination of summation and subtraction of the inputs based on
the polarity of the inputs. Let us see these three operations one by one.

The following figure shows the summing point with two inputs (A, B) and one output (Y).
Here, the inputs A and B have a positive sign. So, the summing point produces the output, Y
assum of A and B.

i.e,Y =A +B.

B

The following figure shows the summing point with two inputs (A, B) and one output (Y).
Here, the inputs A and B are having opposite signs, i.e., A is having positive sign and B is
having negative sign. So, the summing point produces the output Y as the difference of A and
B.

Y=A+(-B)=A-B.

B

The following figure shows the summing point with three inputs (A, B, C) and one output ().
Here, the inputs A and B are having positive signs and C is having a negative sign. So, the
summing point produces the output Y as

Y=A+B+(-C)=A+B-C.
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Take-off Point

The take-off point is a point from which the same input signal can be passed through more than

one branch. That means with the help of take-off point, we can apply the same input to one or
more blocks, summing points.

In the following figure, the take-off point is used to connect the same input, R(s) to two more
blocks.

Take-off point
m" [ Cals)
N [ el
C.(s)
" G(s) o

In the following figure, the take-off point is used to connect the output C(s), as one of the inputs
to the summing point.

Take-off point

R(s) + G(s)

X [

C(s)
—»

Block Diagram Representation of Electrical Systems

In this section, let us represent an electrical system with a block diagram. Electrical systems
contain mainly three basic elements — resistor, inductor and capacitor.
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Consider a series of RLC circuit as shown in the following figure. Where, Vi(t) and V(t) are
the input and output voltages. Let i(t) be the current passing through the circuit. This circuit is
in time domain.

I R L
— MAN— T N——
4 +
v;(t) v,(t) —C

By applying the Laplace transform to this circuit, will get the circuit in s-domain. The circuit is
as shown in the following figure.

i R sL
—+ AN
Ui 2
1 1
V;(s) Vo(s) + ¢
From the above circuit, we can write
[(s)=[Vi(s)-Vo(9)]/R+sL

=1(s)={ UR+sL}{Vi(s)—-Vo(s)} (Equation 1)
Vo(s)=(1/sC)I(s) (Equation 2)

Let us now draw the block diagrams for these two equations individually. And then combine
those block diagrams properly in order to get the overall block diagram of series of RLC Circuit
(s-domain).

Equation 1 can be implemented with a block having the transfer function, /R+sL. The input
and output of this block are{Vi(s)—Vo(s)} andI(s). We require a summing point to
get {Vi(s)—Vo(9)}. The block diagram of Equation 1 is shown in the following figure.
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Vi(s)-Vo(S) 1 I(S)
P fo
R + sL

Vo(s)

Equation 2 can be implemented with a block having transfer function, 1/sC. The input and
output of this block arel(s) and Vo(s). The block diagram of Equation 2 is shown in the

following figure.

I(S) | Vo(s)
e — ———

The overall block diagram of the series of RLC Circuit (s-domain) is shown in the following
figure.

V,-(S) -+ V,-(S)-VO(S) 1 I(S) 1 Vo(s)
g -

R+ sL sC

Similarly, you can draw the block diagram of any electrical circuit or system just by following
this simple procedure.

Convert the time domain electrical circuit into an s-domain electrical circuit by applying
Laplace transform.

Write down the equations for the current passing through all series branch elements and
voltage across all shunt branches.

o Draw the block diagrams for all the above equations individually.

Combine all these block diagrams properly in order to get the overall block diagram of
the electrical circuit (s-domain).
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Block diagram reduction rules:

There are three basic types of connections between two blocks.

Rule 1: Series Connection

Series connection is also called cascade connection. In the following figure, two blocks having
transfer functions G1(s) and G2(s) are connected in series.

X(s) Z(s) Y(s)
—>| G(s) P/ G,(s) p————p

For this combination, we will get the output Y (s) as
Y (s) = G2(s) Z(s)

Where, Z(s) = G1(s) X(9)
=Y (s) = G2(s) [GL(s) X(5)] = G1(s) G2(s) X(9)

= Y(s) ={G1(s) G2(9)} X(9)
Compare this equation with the standard form of the output equation, Y(s) = G(s) X(9).
Where, G(s) = G1(s) G2(s).

That means we can represent the series connection of two blocks with a single block. The
transfer function of this single block is the product of the transfer functionsof those two
blocks. The equivalent block diagram is shown below.

X(s) Y(s)
—¥  Gi(5)G2(s) >

Similarly, you can represent series connection of ‘n” blocks with a single block. The transfer
function of this single block is the product of the transfer functions of all those ‘n’ blocks.

Rule 2: Parallel Connection

The blocks which are connected in parallel will have the same input. In the following figure,
two blocks having transfer functions G1(s) and G2(s) are connected in parallel. The outputs of
these two blocks are connected to the summing point.
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X(s) . o G.(s) Yi(s)
+ Y(s)

L

—  G,(S) ‘

Y2(s)

For this combination, we will get the output Y (s) as
Y(S) =YL + Y2

Where, Y 1(s) = G1(s) X(s)) and Y 2(s) = G2(s) X(s)
=Y (s) = G1(s) X(s) + G2(s) X(s) ={G1(s) + G2(9)} X(9)

Compare this equation with the standard form of the output equation,

Y (s) = G(s) X(9)

Where, G(s) = G1(s) + G2(s)

That means we can represent the parallel connection of two blocks with a single block. The
transfer function of this single block is the sum of the transfer functions of those two blocks.
The equivalent block diagram is shown below.

X(s) Y(s)
— G(s) + G (s) p——>

Similarly, you can represent parallel connection of ‘n” blocks with a single block. The transfer
function of this single block is the algebraic sum of the transfer functions of all those ‘n’

blocks.

Rule 3: Feedback Connection

Aswe discussed in previous chapters, there are two types of feedback — positive feedback and
negative feedback. The following figure shows negative feedback control system. Here, two
blocks having transfer functions G(s) and H(s) form a closed loop.
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X(s) + E(s) 6(s) Z(S)’

H(s) [«

The output of the summing point is -
E(s) = X(s) —H(s) Y(9)

The output Y(9s) is-
Y (s) = E(s) G(s)

Substitute E(s) value in the above equation.
Y () ={X(s) ~H(9)Y(9)} G(s)}

Y(9) {1+ G(s) H(9)} = X(s) G(9)
=Y (9/X(9) = G(9) /[ + G(S) H(S)]

Therefore, the negative feedback closed loop transfer function is G(s) / [1+G(s) H(S)]

This means we can represent the negative feedback connection of two blocks with a single
block. The transfer function of this single block is the closed loop transfer function of the
negative feedback. The equivalent block diagram is shown below.

X(s) G(s) Y(s)
» >
1+ G(s)H(s)

Similarly, you can represent the positive feedback connection of two blocks with a single block.
The transfer function of this single block is the closed loop transfer function of the positive
feedback, i.e., G(s) / [1 — G(s) H(9)]

Rule 4: Block Diagram Algebra for Summing Points
There are two possibilities of shifting summing points with respect to blocks —

e Shifting summing point after the block
e Shifting summing point before the block

Let us now see what kind of arrangements need to be done in the above two cases one by one.
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Rule 4a: Shifting Summing Point after the Block

Consider the block diagram shown in the following figure. Here, the summing point is present
before the block.

R(s) + R(s)+X(s) J Ges) Y(s)’

J

X(s)

Summing point has two inputs R(s) and X(s). The output of it is{R(s)+X(s)}
So, the input to the block G(s) is{R(s)+X(s)} and the output of it is—
Y(s) = G(9{R(5)+X(s)}

=Y (s) = G(9R(s) + G()X(s) (Equation 1)

Now, shift the summing point after the block. This block diagram is shown in the following
figure.

R(s) G(s)R(s) + Y(s)
—» G(s) + —5

-+

X(s)

Output of the block G(s) is G(S)R(9)

The output of the summing point is

Y (9)=G(9)R(9)+X(9) (Equation 2)
Compare Equation 1 and Equation 2.

The firgt term ‘G(s)R(s)’ is same in both the equations. But, there is difference in the second
term. In order to get the second term also same, we require one more block G(s). It is having
the input X(s) and the output of this block is given as input to summing point instead of X(s).
This block diagram is shown in the following figure.
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R(s) G(s)R(s) + Y(s)
> >

4
G(s)X(s)

G(s)

T

X(s)

Rule 4b: Shifting Summing Point Before the Block

Consider the block diagram shown in the following figure. Here, the summing point is present
after the block.

R(s) G(s)R(s) + Y(s)
—  G(s) & B

-+

X(s)

Output of this block diagramis -
Y (s) = G(s) R(s) + X(9) (Equation 3)

Now, shift the summing point before the block. This block diagram is shown in the following
figure.

R(s) + R(s)+X(s) J e Y(sl

o

X(s)

Output of this block diagramiis -
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Y (S) =G(s) R(s) + G(s) X(9) (Equation 4)

Compare Equation 3 and Equation 4,

The first term *G(s) R(s)’ is same in both equations. But, there is difference in the second term.
In order to get the second term also same, we require one more block 1/G(s). It is having the

input X(s) and the output of this block is given as input to summing point instead of X(s). This
block diagram is shown in the following figure.

R(s) +{—=} X(s)
R(s) + { ()} J 6ee) Y(Sz

-+

1
G(s)

|

X(s)

Rule 5: Block Diagram Algebra for Take-off Points
There are two possibilities of shifting the take-off points with respect to blocks —

o Shifting take-off point after the block
o Shifting take-off point before the block

Let us now see what kind of arrangements are to be done in the above two cases, one by one.
Ruleba: Shifting Take-off Point after the Block

Consider the block diagram shown in the following figure. In this case, the take-off point is
present before the block.

R(=) »| G(s) Y=

X(s)

Here, X(s) = R(s) and Y(s) = G(S)R(s)
When you shift the take-off point after the block, the output Y (s) will be same. But, there is
difference in X(s) value. So, in order to get the same X(s) value, we require one more
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block 1/G(s). It is having the input Y (s) and the output is X(s). This block diagram is shown in
the following figure.

R(s) Y(s)
—>| G(S) I — e
. N
G(s)
X(s)

Rule 5b: Shifting Take-off Point Before the Block

Consider the block diagram shown in the following figure. Here, the take-off point is present
after the block.

R(s) Y(s)
—| G(s) b

X(s)

Here, X(s) = Y(s) = G(9)R(S)

When you shift the take-off point before the block, the output Y (s) will be same. But, there is
difference in X(s) value. So, in order to get same X(s) value, we require one more block G(s). It
is having the input R(s) and the output is X(s). This block diagram is shown in the following

figure.

R(5) I »| G(s) ok

G(s)

l

X(s)
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Rule 6: Associative Law For Summing Point

This can be better explained by taking below diagram

Y=R(s) -B1

C(s=y-B2=R(s)-B1-B2

This law is applicable only to summing points which are connected directly to each other.

Note: If thereisablock present between two summing points(and hence they are not connected
directly) then this rule can’t be applied.

Procedure for finding TF by using Block Diagram Reduction Rules

Follow these rules for simplifying (reducing) the block diagram, which is having many blocks,
summing points and take-off points.

Rule 1 — Check for the blocks connected in series and simplify.
Rule 2 — Check for the blocks connected in parallel and simplify.
Rule 3 — Check for the blocks connected in feedback loop and simplify.

Rule 4 — If there is difficulty with take-off point while simplifying, shift it towards right
or left of the given block which one is suitable.

Rule 5 — If there is difficulty with summing point while simplifying, shift it towards
right or left of the given block which one is suitable.

Rule 6 — Repeat the above steps till you get the simplified form, i.e., single block.

Example

Consider the block diagram shown in the following figure. Let us simplify (reduce) this block
diagram using the block diagram reduction rules.
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Y(s)

H,|e

Step 1 — Use Rule 1 for blocks G1 and G2. Use Rule 2 for blocks G3 and G4. The modified
block diagram is shown in the following figure.
[Hs]

63+G4-0->65-l->

Y(s)

H,|e

Step 2 — Use Rule 3 for blocks G1G2 and H1. Use Rule 4 for shifting take-off point after the
block G5. The modified block diagram is shown in the following figure.

e

R(s) GiGs 8 Y(s)
pG3 + G4 |—»| G
+'® "1 Gty bl s
+
H
& <%
Gs
17
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Step 3— Use Rule 1 for blocks (G3+G4) and G5. The modified block diagram is shown in the
following figure.

Hle
R(s) 616G, + Y(s)
B
+»® 1 T (G3 + G4)Gs|—p—>
+
H,
Gs W

Step 4 — Use Rule 3 for blocks (G3+G4)G5 and H3. The modified block diagram is shown in
the following figure.

R(sz® |_&e (Gs + G,)Gs Y(s)
7. 11 Gi6,H; | |1 (6: £6)CH; '
+
H
2 e
Gs

Step 5 — Use Rule 1 for blocks connected in series. The modified block diagram is shown in the
following figure.

3 | GGG A+t (G 606G [ 1
A

Hy |,

Gs

Step 6 — Use Rule 3 for blocks connected in feedback loop. The modified block diagram is
shown in the following figure. Thisisthe simplified block diagram.
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R(s) G165 G5*(Gs + Gy) Yis)

(1+ G1G2H {1 + (G5 + G4)GsH3}Gs — G1G2G5(G3 + G4)H»

Therefore, the transfer function of the systemis
Y (s)/ R(S)Z(.;l(.;z(.;s2 (Gs + Ga)/(1+ G1G2 H){ 1+( G+ Gyg) GsH3z} Gs— G1G2Gs (Gat+ Ga)H2

Note — Follow these steps in order to calculate the transfer function of the block diagram
having multiple inputs.

e Step 1 - Find the transfer function of block diagram by considering one input at a time
and make the remaining inputs as zero.

e Step 2 — Repeat step 1 for remaining inputs.
o Step 3 — Get the overall transfer function by adding all those transfer functions.
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& .
Evaluate L and . for a system whose block diz-

Prokiem ¥ 5
1
gram representation is shown in Fig. Ry is the input 1o SUMming
point Mo, 1.
r-rﬂ
Hy
1 i 3 +1 5
Bz G, -2 é}—‘* o 7 B
- 4 =
T =
Hy [=
H, =
Solution

Evaluation of C/R,  Assume R; = 0. Therefore summing point No. 5
can be removed. Shift take off point No. 4 beyond block G5

: Hy/G, |
A, ~ c
1 G, |-+ G, — a, -
| a =

+
. 2

c
Eliminating the feed back loop again
Ri + Gl Gz G3 E
% 1+G,H,+G,H, -
1§ PY——
G,G,G
L Ans.

C
R, 1+ GH, + HG, + G,G,6:H,
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Evaluation ef C/R, -

Assume R; = 0. Thus summing point No. 1 can be removed

Ha R,

[l .
iy

Shifting the summing point MNo. 2 and rearranging beyond G,

Rearranging, we get

T R e b fe =

— -G, G,H,-H, l
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Rearranming,

o
Eliminating the feedback loop, we pet
C. . Gy (L 4+ H\Gy) i
o L+ ffalr,y -4 ﬁELG'EEHr'i'Hﬂ Ans,

The block diagram reduction process takes more time for complicated systems. Because, we
have to draw the (partially simplified) block diagram after each step. So, to overcome this
drawback, use signal flow graphs (representation).

SIGNAL FLOW GRAPHS

Signal flow graph is a graphical representation of algebraic equations. In this chapter, let us
discuss the basic concepts related signal flow graph and also learn how to draw signal flow

graphs.

Characteristics of SFG: SFG isagraphical representation of the relationship between the
variables of a set of linear algebraic equations. It doesn't require any reduction technique or
process.

o It represents a network in which nodes are used for the representation of system variable
which is connected by direct branches.

o SFGisadiagram which represents a set of equations. It consists of nodes and branches
such that each branch of SFG having an arrow which represents the flow of the signal.

o Itisonly applicable to the linear system.

Terminology used in SFG

Nodes and branches are the basic elements of signal flow graph.

1. Node

Node is a point which represents either a variable or asignal. There are three types of nodes —
input node, output node and mixed node.

e Input Node or source- It is a node, which has only outgoing branches.
e Output Node or sink — It is a node, which has only incoming branches.

o Mixed Node — It is a node, which has both incoming and outgoing branches.
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Example

Let us consider the following signal flow graph to identify these nodes.

a b c
— > >—
Y1 Y2 Y3 Y4

-d

e Thenodes present in this signal flow graph are y1, y2, yz and ya.
« yi1andys aretheinput node and output node respectively.
e Y2 andyz are mixed nodes.

2. Branch

Branch is a line segment which joins two nodes. It has both gain and direction. For example,
there are four branches in the above signal flow graph. These branches have gainsof a, b,
c and -d.

3. Forward Path

It isapath from an input node to an output node in the direction of branch arrow.

4. Loop: It isapath that starts and ends at the same node.

Mode

oop
5. Non-touching loop: Loop is said to be non-touching if they do not have any common node.

6. Forward path gain: A product of al branches gain along the forward path is called Forward
path gain.
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Gy G, G,

o —3 0
; t

p q
Forward Gain = G,.G;.G5

7. Loop Gain: Loop gain is the product of branch gain which travels in the loop.

Ga

Loop gain = G, G,

Construction of Signal Flow Graph
Let us construct asignal flow graph by considering the following algebraic equations —
2= anyit anys
y3 = axy: tasys
Ya = a3 Y3
Ys = assya +asys
Y6 = as6 Ys

There will be six nodes (y1, Y2, Y3, Y4, Y5 and ye) and eight branchesin this signal flow graph.
The gains of the branches are a2, a3, a4, aus, ass, as2, a3 and ags.

To get the overall signal flow graph, draw the signal flow graph for each equation, then
combine all these signal flow graphs and then follow the steps given below —

Step 1 - Signal flow graph for y, = a1, y1+ aasz yais shown in the following figure.

Ajz
[ ] & o
Y1 Y2 Y3 Ya Ys Y
Q42

Step 2 - Signal flow graph for ys = ax3y> + as3 ysis shown in the following figure.
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@ % @
Y1 Y2 Y3 Ya Ys Y
Qas3

Step 3 - Signal flow graph for y. = ass y3is shown in the following figure.

a3y
® [ J & > -4 ® ®

Y1 Y2 Y3 Ya Ys Ye

Step 4 - Signal flow graph for ys = ass y4 + ass ysis shown in the following figure.

aszs

Y1 ¥z Y3 Ya Ys Yo

Step 5 - Signal flow graph for ys = ass ysis shown in the following figure.

» ® ® ® 0—>—o

Y1 Y2 Y3 Ya Ys Ye

Step 6 — Signal flow graph of overall system is shown in the following figure.
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Ay2 Qs3

Conversion of Block Diagrams into Signal Flow Graphs

Follow these steps for converting a block diagram into its equivalent signal flow graph.

Represent all the signals, variables, summing points and take-off points of block diagram
asnodesin signal flow graph.

Represent the blocks of block diagram as branches in signal flow graph.

Represent the transfer functions inside the blocks of block diagram as gainsof the
branches in signal flow graph.

Connect the nodes as per the block diagram. If there is connection between two nodes
(but there is no block in between), then represent the gain of the branch as one. For
example, between summing points, between summing point and takeoff point, between
input and summing point, between take-off point and output.

Example

Let us convert the following block diagram into its equivalent signal flow graph.

G
+ Y yg Yo
G3 Gs |-
Ye +y, Y(s)
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Represent the input signal R(s) and output signal C(s) of block diagram as input node R(s) and
output node C(s) of signal flow graph.

Just for reference, the remaining nodes (y1 to yo) are labelled in the block diagram. There are
nine nodes other than input and output nodes. That is four nodes for four summing points, four
nodes for four take-off points and one node for the variable between blocks G1 and G2.

The following figure shows the equivalent signal flow graph.

H,

With the help of Mason’s gain formula (discussed in the next chapter), you can calculate the
transfer function of this signal flow graph. Thisis the advantage of signal flow graphs. Here, we
no need to simplify (reduce) the signal flow graphs for calculating the transfer function.

Note: 1. If summing point is present before atake off point it may be assume as same node.

2. If there is a present of summing point in series (no block with in it), it may be take ias same
node.

Ex: Determine transfer function by using Mason’s gain formula.

=
-

—

Y

| — L
|__| ~ : “_ N e —_{H o
[+ ¥ = ! g G: 1] ! ’
- —‘-_ at,
| - WL

H: ! 1

]

= |

:

Solution:
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Fig. E3.13(a) SFG

Step I : Forward paths of the SFG are as follows :

@) a-b-c—d—e—f s Py =G, G;Gs
(i) a—b—c—f s Py=G,

Step 1I : Individual loops of the SFG are as follows :
) d—e—f—d s Ly =—G, Gy Hy
(il b—c—d—-e—0b s L =—-Gy Gy Hy
(fif) a—b—-—c—f—a s La=—-G, Hy
(iv) b—c—f—d—-e—-Pb N~ Li=GiH, Gy Hy

() a—-b—-—c—d—-e—f—a . Ly = — Gy G; G; Hj

Step 1 Gan products of all possible two non-touching loops are as follows .

bowp by and Loop L, are nen-touching loops
Li:=G;H,GH,
Step 1IN : A=l-(Li+Ly+Ly+ L)+ Ly
Step Vibor Py =1
ety GG, G3G,Gs . Ans.
"E‘:., '__.";.I' 2 G\i’lw _-'G,': H:+G?_G;G4GEGEG?GS )"'G GAHIHE
St +G153G4G5G&G%H4 .

Mason's Gain Formula

Let us now discuss the Mason’s Gain Formula. Suppose there are ‘N’ forward paths in a signal
flow graph. The gain between the input and the output nodes of a signal flow graph is nothing
but the transfer function of the system. It can be calculated by using Mason’s gain formula.

Mason’s gain formula is
T=C(9)/R(9)= () T, PiAi

Where,
e C(s) isthe output node
e R(9) istheinput node
e T isthetransfer function or gain between R(S)R(s) and C(s)C(s)
« Piisthei™ forward path gain
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A=1—(sum of all individual loop gains) + (sum of gain products of all possible two non
touching loops) — (sum of gain products of all possible three non touching loops)+...

Ai is obtained from A by removing the |00ps which are touching the i forward path.

Consider the following signal flow graph in order to understand the basic terminology involved
here.

Path

It isatraversal of branches from one node to any other node in the direction of branch arrows.
It should not traverse any node more than once.

Examples y2—y3—yd4—yS5Sand y5—y3—y2

Forward Peth

The path that exists from the input node to the output node is known as forward path.
Examples — yl—»y2—y3—y4—y5—-y6 and yl—y2—y3—y5—-Y6.

Forward Path Gain

It is obtained by calculating the product of all branch gains of the forward path.

Examples— abcde is the forward path gain of yl—»y2—y3—y4—y5—-y6 and abge is the
forward path gain of yl »y2—y3—y5—y6.

Loop

The path that starts from one node and ends at the same node is known as loop. Hence, it is a
closed path.

Examples y2—y3—y2 and y3—y5—y3.

Loop Gain

It is obtained by calculating the product of all branch gains of a loop.

Examples — bj isthe loop gain of y2—y3—y2 and gh isthe loop gain of y3—y5—y3.
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Non-touching Loops
These are the loops, which should not have any common node.

Examples — The loops y2—y3—y2 and y4—y5—y4 are non-touching.

alculation of Transfer Function using Mason’s Gain Formula
Calculation of T fer Funct Mason’s Gain Formul

Let us consider the same signal flow graph for finding transfer function.

Number of forward paths, N = 2.

First forward pathis- yl—y2—y3—yd—y5—y6.
First forward path gain, pl=abcde.

Second forward path is- yl—y2—y3—y5—y6.
Second forward path gain, p2=abge.

Number of individual loops, L = 5.

Loopsare- y2—y3—Yy2, y3—y5—Yy3, y3—y4—y5-y3, yd—y5—y4 and y5—y5.
Loop gains are - 11=bj, 12=gh, 13=cdh, 14=di and |5=f

Number of two non-touching loops = 2.

First non-touching loops pair is - y2—y3—y2, y4—y5—y4.
Gain product of first non-touching loops pair, 1114=bjdi
Second non-touching loops pair is - y2—y3—Yy2, y5—y5
Gain product of second non-touching loops pair is - 1115=bjf

Higher number of (more than two) non-touching loops are not present in this signal flow graph.
We know,

A=1- (sum of all individual loop gains)
+ (sum of gain products of all possible two non touching loops)
—(sum of gain products of all possible three non touching loops)+...

Substitute the values in the above equation,

A=1— (bj+gh+cdh+di+f) + (bjdi+bjf)—(0)
=A=1- (bj-+gh+cdh+di+f) + bjdi-+bjf
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There is no loop which is non-touching to the first forward path.

So, A1=1
Similarly, A2=1. Since, no loop which is non-touching to the second forward path.

Substitute, N = 2 in Mason’s gain formula

T=C(9R(9=[P1A1+P2A2]/A

Substitute all the necessary values in the above equation.
T=C(s)R(s)=(abcde)1+(abge) 1/[ 1-(bj+gh+cdh+di+f)+bjdi+hjf]

=T=C(9R(s)=(abcde)+(abge)/[ 1—(bj+gh-+cdh-+di+f)+bjdi+bjf]

Therefore, the transfer function is -
T=C(s)R(s)=(abcde)+(abge)/[ 1-(bj+gh+cdh+di+f)+bjdi+bjf]
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CHAPTER II

Time Response Analysis

3
S KD AV GOVERNMENT POLYTECHNIC, ROURKELA ELECTRICAL DEPARTMENT



The variation of output with respect to time is known as time response. The time response
consists of two parts.

_ c(t)
e Transient response

o Steady state response
Here, both the transient and the steady states

are indicated in the figure 1. The responses
corresponding to these states are known as

transient and steady state responses. R
. . . Transient Steady
Mathematically, we can write the time State state
response c(t) as
C(t)=Ctr(t)+Css(t) Q) Figure 1 Time response of a system
Where,

e Cy(t) isthetransient response
e C«(t) isthe steady state response

Transient Response

The transient response is the part of the tie response which goes to zero after large interval of
time ‘t’. Ideally, this value of ‘t’ is infinity and practically, it is five times constant.

Mathematically, we can write it as

, lim Ctr(t)=0

Steady state Response

The part of the time response that remains even after the transient response has zero value for
large values of ‘t’ is known as steady state response. This means, the transient response will
be zero even during the steady state.

Example

Let us find the transient and steady state terms of the time response of the control
system c(t)=10+5e—t

Here, the second term 5e—t will be zero ast denotes infinity. So, thisisthe transient term. And
the first term 10 remains even as t approaches infinity. So, thisisthe steady stateterm.

Standard Tes Signals

The standard test signals are impulse, step, ramp and parabolic. These signals are used to know
the performance of the control systems using time response of the output.

Unit Impulse Signal

A signal which has zero value everywhere except at t= 0, where its magnitude is infinite. It is
also known as 6-function. Mathematically:

o(t) =0 ;t£0
=0 ;t=0 )
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and f_f 5(t)dt = 1 where € tends to zero

The figure (2a) shows unit impulse signal.

fit]
5y 4 Al
1
A=l w—=i
- ‘; = *
0 t 1A t
Inpulse signal

Figure (2a) Figure (2b)

Practically a perfect impulse signal cannot be achieved. It is generally approximated be a pulse
of unit area as shown in figure (2b).

An unit impulse signal isthe derivative of astep signal i.e.,
JUES )

Laplace transform of a unit impulse is

du(t)

76 ()]= [T] =sR(s) =1 (Asfor step input R(s) = 1/s) 4
Unit Step Signal
A unit step signal is defined as r(it) = A u(t) (5)

Where u(t)=1; t>0

0; t<0
u(t) is called as unit step signal. o(t)
By taking Laplace transform of r(t), we have , T
R(s) = Als (6) (

Following figure 3 shows unit step signal.
0
So, the unit step signal exists for all positive values of ‘t’

including zero Figure 3: unit step signal
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Unit Ramp Signal

A unit ramp signal, r(t) isdefined as
r(t)= At ; =0

=0 ; t<0 (7
The ramp signal starts from zero and increases linearly with time. A ramp signal is the integral
of astep signal. i.e

r(t)

Ramp Signal = [ step signal

The figure 4 shows unit ramp signal.

t

0
Figure 4 : ramp signal
Unit Parabolic Signal

A unit parabolic signal, r(t) is defined as,
r(t)= At?/2;t>0

|
0;1<0 (8) [ /
By taking the Laplace transform of equation 8, /
R(s) = A/S® 9 >
0 t

Parabolic signal is integral of a ramp signal. i.e
Parabolic signal = [ ramp signal

The figure 5 shows the unit parabolic signal. Figure 5: unit parabolic signal

So, the unit parabolic signal exists for all the positive values of ‘t* including zero. And its value
increases non-linearly with respect to ‘t” during this interval. The value of the unit parabolic
signal is zero for all the negative values of ‘t’.

Time Response of the First Order System

Let us discuss the time response of the first order system. Consider the following block diagram
of the closed loop control system. Here, an open loop transfer function, 1/sT is connected with a
unity negative feedback.
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R(s) + ] C(s)

Figure (6) : Block diagram of a first order system

We know that the transfer function of the closed loop control system has unity negative
feedback as,

€ __ GB)
R(s)  1+G(s)H(s)

Substitute, G(s)= - in the above equation.

1
C(s) 75 1

R(s) - 1+Tis T 14Ts (10)

The power of sis one in the denominator term. Hence, the above transfer function is of the first
order and the system is said to be the first order system.

We can re-write the above equation as

1
s ) (11)

C(s) =
Where,

e C(s) isthe Laplace transform of the output signal c(t),
e R(s) isthe Laplace transform of the input signal r(t), and

e T isthetime constant.

Impulse Response of First Order System
For unit impulse signal R(s) =1

Consider the equation (11), C(s) = ﬁR(s)

Substitute, R(s) = 1 in the above equation.

s = 1+1Ts (12)

Rearrange the above equation in one of the standard forms of Laplace transforms.

~le

e =1 (13)

7
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Apply inverse Laplace transform on both sides.
1 _t
c(t)= T eT (14)

The unit impulse response is shown in the figure 7. The unit impulse response, c(t) is an
exponential decaying signal for positive values of ‘t” and it is zero for negative values of ‘t’.

c(t)

4T

—|-

47

— L
t—

figure 7: Impulse Response of First Order System

Step Response of First Order System
For unit step signal R(s) = /s

Consider the equation (11), C(s) = ﬁR(s)

1 1 1
C9) = 1+Ts s_ B s(1+Ts) (15)

Taking Partial fractions of Equ. (15)

1 A B

C(9 = 24 (16)

a s(1+Ts) s 1+4Ts

1 _A(1+Ts)+ Bs
_/s(1+Ts)_ s(1+Ts)

= 1=A (ST+1) + Bs (17)

By solving Equ. (17), we get
A=1;B=-T

Substitute, A = 1 and B =—T in Equ. (16), we get

8
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1 (=T
C(S) B S_ * 1+4+Ts

1 1
ﬁC(S):S_'i-'_S
T

Apply inverse Laplace transform on both the sides.
c(t) = 1-e~t/T (18)

The following figure shows the unit step response.

c(t)
A

0 t

The value of the unit step response, c(t) is zero at t = 0 and for all negative values of t. It is
gradually increasing from zero value and finally reaches to one in steady state. So, the steady
state value depends on the magnitude of the input.

Time Response of Second Order System

Consider the following block diagram of closed loop control system. Here, an open loop
transfer function, wn? /s(s+2¢wn) is connected with a unity negative feedback.

R(s) + @, 2 C(s)

d s(s + 20w,,) .

We know that the transfer function of the closed loop control system having unity negative
feedback as

9
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Cis) _ _ G(s)
R(s)  1+G(s)H(s)

wi

Substitute, G(s) = provvr— in the above equation.
wh
_ S(s+20wn) w%
CR(E) = 1+ w% - 52+2cwns+w% (19)
s(s+2Cwn)

The power of ‘s’ is two in the denominator term. Hence, the above transfer function is of the
second order and the system is said to be the second order system.

The characteristic equation is -
S2+2{@nStmn? =0 (20)
The roots of characteristic equation are -

S1, S =[2mn (£ /(2{wn)2 — 4wn2]/2

e Thetwo roots are imaginary when g = 0.

e Thetwo rootsarereal and equal wheng = 1.

e Thetwo rootsarereal but not equal wheng > 1.

e Thetwo roots are complex conjugate when 0 < 7 < 1.
We can write C(s) equation as,

o9 =—Yn R (21)

$2427Wns+ Wi

Step Response of Second Order System
Consider the unit step signal as an input to the second order system.
Laplace transform of the unit step signal is,
R(s)=1l/s
We know the transfer function of the second order closed loop control systemiis,

w§
s24+20Wns+ W3

C(9/R(s) =

Case 1: ¢ = 0 ( undamped system)
Substitute, =0 in the transfer function.
C(9)/R(s) =

Wi

sz+a)%

2
=C(9)= R(s) =21, (22)

52+a)n

Substitute, R(s)=1/sin equation 22
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C(9= wf (23)

s(sz+a)%)

By using partial fraction the equation4 can be written as

_A Bs+C
=5+ s2+ W4 @9
After partial fraction A=1;B=-1,C=0 * C(9)=-- 2+Sw2 (25)
s n

Apply inverse Laplace transform on both the sides.
c(t) = 1-cos(mnt) (26)

So, the unit step response of the second order system when ¢ = O will be a continuous time
signal with constant amplitude and frequency. Since there is no damping with the time, this
response does not die out with time. This response is known as undamped response as shown in

the figure.
A A

Undamped response of second order system with unit step input.

Case 2: ¢= 1 (critically damped)

Substitute, T = 1in thetransfer function.

C(9/R(9= of ____ of
sZ+2<a)ns+w,21 52+2a)ns+a),21
=C(9 =R(9 wi (27)
- [s + Wn]?

Substitute, R(s)=1/sin equation 27
2
C(s) = __Wn (28)

s[s + wn]?

Do partial fractions of Equation 28
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2
C(S): _Wn = é + B + ¢ (29)

s[s + wn)? s s+ Wn [s + Wn)?

After simplifying, you will get the values of A, B and C as1, —1 and and—wn respectively.
Substitute these values in the above partial fraction expansion of C(s).
1 —Wn

I
C(S)_ S_ + S+ Wn + [s + wn]? (30)
Apply inverse Laplace transform on both the sides of Eqs 30
ct)=(l-e “n' —@nte™®nt) =1-e~“nt(1+ wnt) (3D

So, the unit step response of the second order system will try to reach the step input in steady
stete.

o
c (®

S

At =1~(1+q e

—

t—

Critically damped system (6=1).

Case 3: 0 < T < 1 (underdamped system)

2
W
From Equation (21) C(s) =—————= R(S
rom Equation (21) C(S) T (9
: w2
Substitute, R(s)=1/s, Hence  C(s) = e
s(s2+2lWns+wp)

Putting s? + 2lw,s + w2 =[s + Tw,]* + w2(1 — %), weget
2

CO =5 T oo (32)
Put w2 (1 — %) = w3 and by doing partial fractions of Equation 32
Cle =2+ % (33)
After partial fractions we get
A=1
B=-1
C=-2lw,

Putting the values of A, B,C in Equation 33, we have
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C(s) = 1 St2twn  _ 1 SHlen Swn
s [s + Lwn]?— wlzi T s [s + Qwn]?+ a)fl [s + Za)n]2+a)¢21
- 1 S+Twn _ ¢ wnV1-¢2
T s [s + Qwn]?+ a)fl J1-% [s + Lwn]?+ wlzi

S+iwy 4 g (34)

1
N

[s + lwnl?+ w3 1= [s + lwn]?+ 0}
Taking inverse laplace transform of Equation 34

C(t) = 1- e%nt Cos(wgt) - —=— e~%nt Sin (wgt)

1-¢2
= 1- Jf_l; [T = 22C0s (w4t) - £ Sin (gt)] (35)

Now putting {(=Cos¢d; J1—-C*=Sind Since ¢ = tan? —“1(_(2 hence equation 35
becomes

Ct)=1- % [Sind Cos (wyt) - Cos d Sin (wyt)]

e—%wnt
= 1-ﬁsn(wdt+ (b) (36)

Equation (36) represents the solution for 0 < { < 1 and it is represented in figure as given below.

o A Exponential
envelope -t

Sinusoidal decaying

t

Underdamped response of second order system to unit step inpu.

Case4d: 7>1

We can modify the denominator term of the second order transfer function as follows —
2+ 2lwys + Wi =[s + wwy]* — w2 (C*—1)

Hence from equation (32)

2 2
C(s) = 1. Wi =1 Wn (37)
5 [s+qwpl?— (‘)121@2_1) 5 (s+GwnptwnyP-1) (s + {wp—wny?-1)

by doing partial fractions of Equation 37
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Cls) ==2 + B ¢

s (s + Qwp+wny #-1) + (s + Qwp—wny ?-1) (38)

After simplifying, you will get the values of

Substitute the value of A, B, C in equation (38)

C(s) ==L+ 24D ! _ 1oy ! (39)
2 J3*-1) (s+iwnptwny{P-1) 2 {*-1) (s+ wp—wny/{*-1)

%)

Apply inverse Laplace transform of equation (29) we have

O S PR P
Gl ’ (40)

Equation (40) represents the solution for { > 1 and it is represented in figure as given below.

T !
e(t)

e

Overdamped response
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Time Domain Specifications

Let us discuss the time domain specifications of the second order system. The step response of
the second order system for the under damped case is shown in the following figure.

=
~

“n

-+

All the time domain specifications are represented in this figure. The respse up to the settling
time is known as transient response and the response after the settling time is known as steady
state response.

1. Delay Time
It is the time required for the response to reach 50% of its final valuein first attempt. It is
denoted by tq.

Consider the step response of the second order system for t > 0, when ‘C’ lies between zero and
one. From equation (36)

e~%ont |
ﬁsm ((Ddt‘l‘ Cl))

The final value of the step response is one.

c(t)y=1-

Therefore, att = tq, the value of the step response will be 0.5. Substitute these values in the
above equation.

c(te)) =0.5=1 —%sin (wqtq + d)

e—font
=>——sin (wqtqg + $) =0.5

=
By using linear approximation, you will get the delay timetq as
ta =(1+0.70)/on (40)
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2. RiseTime

It is the time required for the response to rise from 10% to 90% of the final value for
overdamped system and 0% to 100% of its final value for the under-damped systems. Rise
time is denoted by t;.

Att=t,ct)=1

Hence from equation (36)
_ e—(mnt .

C(t) =1 -ﬁ sin (Q)dt + (1))

—fwn
c(t) =1=1 -%_(:sin (wqtr + O)

—fwnt

J1-¢?

Ssin(oa tr+ §)=0

= sin (wqt, + $)=0

= 0d i+ (1) =T
= tr = (1 —¢)/wd (41)

From above equation, we can conclude that the rise time tr and the damped frequency wq are
inversely proportional to each other.

3. Peak Time
It is the time required for the response to reach the peak value for the first time. It is denoted
by t,.
We know the step response of second order system for under-damped case is (from equation
36)

t) = e~%ont |
C( ) = l-ﬁsm ((L)dt+ (1))

At t =tp, thefirst derivate of the response is zero. Hence

de(ty) _
dt _oz . cont
e”*nt (—Twp)sin(wgt,+ §) e ““DPwgcos(wgt,+ §)
=>0- - =0
z = e

e~ “’“tp(—(u)n)sin(wdtp+ d) e~ “)“ti’u)dcos(mdtp+ )

= + =0
= i
= (w,sin(wgt, + ¢) = wgcos(wgt, + §)
= tan (wqt, + ¢) = wq/ {w,
By putting wq = wy/1—¢% and ¢ = tan —Vlz_q
wp/1-{2
tan (wyy/'1— 0%t + ) =g =tan [0
orwyy1—20t,+ ¢=nn+¢
forn=1
Vs

= o (42)
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4. Peak Overshoot

Peak overshoot M, is defined as the deviation of the response at peak time from the final value
of response. It is aso called the maximum overshoot.

Mathematically, we can write it as

Mp=c(tp)—c()
Where,
C(tp) isthe peak value of the response.

c(0) is the final (steady state) value of the response.

—lont
From equation (36) c(ty=1- elﬁ sin (wqt + ¢)

Putt=t,=— f? and wg=wp/1—72

e—(wnt
c(tp) =1 -f{;’sin (wnV1 =3t + O)

b
—fwn

=1-ﬂsin(mm/1—{2 —— + ¢)

1-¢? 0ny1-77

{n i
e V1-¢ e

i sin (T + ¢)=1+%sin ¢

=1-

{m

-
=1+%\/1—(2 since sing =/1 — {2

_im_
C(tp) =1+e Vi-¢

{m

(oo i
%MPZ% x100=1+e—111x100
o
OF  %Mp=e Y17 x 100 43)

5. Settling time

It is the time required for the response to reach the steady state and stay within the specified
tolerance bands around the final value. In general, the tolerance bands are 2% and 5%. The

settling time is denoted by {s.
As seen from equation 26 the time constant of the exponential envelope is T= 1/ {on.

The settling time of the second order system for 2% tolerance band is appx. Four times the time
constant T i.e.

s =4/ {on =4T
The settling time for 5% tolerance band is -
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ts =3/ C,(Dn =3T

Steady State Error
It indicate the error between the actual output and the desired output ast tendsto infinity i.e.
&s = lim[r(¢) — c(®)]=limr(¢) - lim ¢(¢)

e_z(‘)nt

=lim1-lim|[1-

sin (wgt + =1-1=0
lim 1 - lim = Sl (wgt+ §)]

Thus second order system has zero steady state error to unit step input.

Example

Let us now find the time domain specifications of a control system having the closed loop
transfer function 4s> +2s+4 when the unit step signal is applied as an input to this control
system.

We know that the standard form of the transfer function of the second order closed loop control
system as

C(9)/R(S) = on?/S*+2(wnSt+n?
By equating these two transfer functions, we will get the un-damped natural frequency wn as 2

rad/sec and the damping ratio { as 0.5.
We know the formula for damped frequency mq as

e = o1 =72
Substitute mn and 6 values in the above formula.
= wg =2V1 — 0.52
= wq =1.732rad/sec

Substitute, 6 value in following relation
® =cos'{

=¢ = cos? (0.5) = n/3rad

Substitute the above necessary values in the formula of each time domain specification and
simplify in order to get the values of time domain specifications for given transfer function.
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Steady State Error Analysis

The deviation of the output of control system from desired response during steady state is

known as steady state error. It is represented as €ss. We can find steady state error using the
final value theorem as follows.

Ess =limt—o (1) = lims—0 SE(S)
Where,

E(s) isthe Laplace transform of the error signal, e(t)

Let usdiscuss how to find steady state errors for unity feedback and non-unity feedback control
systems one by one.

Steady State Errors for Unity Feedback Systems

Consider the following block diagram of closed loop control system, which is having unity
negative feedback.

R(s) + G(s) T C(i)

Where,

e R(9) isthe Laplace transform of the reference Input signal r(t)
e C(9) isthe Laplace transform of the output signal c(t)

We know the transfer function of the unity negative feedback closed loop control system as
C(9)/R(s) = G(9)/1+G(s)

=C(s) = R(5)G(9)/1+G(9)

The output of the summing point is -
E(s) = R(s)—B(s)= R(s) — C(9)H(s) = R(s) — E(S)G(s)H(9)

=E(9[1+ G(9H(] =R(9
=>E(9)=R(9)/ [1+ G(9H(9)]

ForH(s) =1 E(9)=R(9)/ [1+ G(9)]

Substitute E(s) value in the steady state error formula
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€ss=limg_, sR(s)/1 + G(s)

The following table shows the steady state errors and the error constants for standard input
signals like unit step, unit ramp & unit parabolic signals.

Input signal Steady stateerror es Error constant
unit step signal V1+kp Kp =lim,_,,G(9)
unit ramp signal VUKv Kv =lim,_,(SG(S)

VKa Ka=limg_,(S2G(s)

unit parabolic signal

Where Kp, Kv and Ka are position error constant, velocity error constant and acceleration error
constant respectively.

Note —

1. If any of the above input signals has the amplitude other than unity, then multiply
corresponding steady state error with that amplitude.

2. We can’t define the steady state error for the unit impulse signal because, it exists only at
origin. So, we can’t compare the impulse response with the unit impulse input as t denotes
infinity.
Example

Let us find the steady state error for an input signal r(t)=(5+2t+t%/2)u(t) of unity negative
feedback control system with G(8)=5(s+4)/s*(s+1)(s+20)

The given input signal is a combination of three signals step, ramp and parabolic. The following
table shows the error constants and steady state error values for these three signals.

Input signal Error constant Steady stateerror
r1(t)=5u(t) Kp=lim,_,, G(s)= es1=5/1+kp =0
r2 (t)=2tu(t) Kv=lim,_,(SG(s)= e =2/Kv=0

rs (t)=t%/2 u(t) Ka=lim,_, o & G(s)=1 ess =lka=1

We will get the overall steady state error, by adding the above three steady state errors.

€gs— essl+ e552+ €ss3

= e = 0+0+1=1
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Therefore, we got the steady state error €ss as 1 for this example.

Steady state error for different types of input for Type-0, Type- 1land Type-2 systems.

Type-0" system “Type-1'" system [ ‘Type-2" sysiem
Input <€ (input)| Static error |steady state| Static error | Steady state | Static error | e,
coefficient | errore, | coefficient Error e, coefficient
: A A
St t = K. =K = s = g=
ep inpu . 5 K TTK KP 0 KP 0
Ramp i A 1
mp input ¥ K,=0 oo K,=K X K,== 0
g A 1
Parabolic input i K,=0 oo K,=0 o K, =K =

Effect of adding poles and zero to transfer function

Effect of addition of pole to transfer function:

1) Asthe pole moves towards the origin in s plane, the rise time increases and the maximum
overshoot decreases, as far as the overshoot is concerned, adding a pole to the closed loop
transfer function has just the opposite effect to that of adding a pole to forward path transfer
function as discussed in the last article.

2)  Theaddition of left half pole tends to Sow down the system response.

3) Theeffect of addition of pole becomes more pronounced as pole location drifts away from
imaginary axis.

4)  Addition of right half pole will make overall system response to be an unstable one.

Effect of addition of zero to transfer function:

1) Makesthe system overall response faster.
2) Risetime, peak time, decreases but overshoot increases.

3)  Addition of right half zeros means system response slower and system exhibits inverse
response. Such systems are said to be non-minimum phase systems.
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CHAPTER 111
Analysis of stability by Root L ocus Technique

What is Stability?

A system is said to be stable, if its output is under control. Otherwise, it is said to be
unstable. A stable system produces a bounded output for a given bounded input.

The following figure shows the response of a stable system.

c(t)
A

~ Vv

0

This is the response of first order control system for unit step input. This response has the
values between 0 and 1. So, it is bounded output. We know that the unit step signal has the
value of one for all positive values of t including zero. So, it is bounded input. Therefore, the
first order control system is stable since both the input and the output are bounded.

Types of Systems based on Stability
We can classify the systems based on stability as follows.

e Absolutely stable system
o Conditionally stable system
e Marginally stable system

Absolutely Stable System

If the system is stable for al the range of system component values, then it is known as
the absolutely stable system. The open loop control system is absolutely stable if all the
poles of the open loop transfer function present in left half of ¢s* plane. Similarly, the closed
loop control system is absolutely stable if all the poles of the closed loop transfer function
present in the left half of the ‘s’ plane.

Conditionally Stable System

If the system is stable for a certain range of system component values, then it is known
as conditionally stable system.



Marginally Stable System

If the system is stable by producing an output signal with constant amplitude and constant
frequency of oscillations for bounded input, then it is known as marginally stable system.
The open loop control system is marginally stable if any two poles of the open loop transfer
function is present on the imaginary axis. Similarly, the closed loop control system is
marginally stable if any two poles of the closed loop transfer function is present on the
imaginary axis.

Condition for stability

Let us consider a transfer function of a closed loop system:

C(s) _ags™4ay s™ T ays™ 2t tam_q st +ams® |
R(s) ags"taq s 1+a, s 2+.+ap_q st +ap s

Here the characteristics Equation : ao s™+a, s™ '+a, s" 2+...+a,_; s* +a, s°=0
Necessary and sufficient conditions for stability:
1. All the coefficients of the ch. Equation should have same sign.

2. There should be no missing term.

Routh-Hurwitz Stability Criterion

This criterion is based on ordering the coefficients of the characteristics equation into an
array called Routh’s array. The Routh’s array is formed as follows.

Follow this procedure for forming the Routh table.

o Fill the first two rows of the Routh array with the coefficients of the characteristic
polynomial as mentioned in the table. Start with the coefficient of s, and continue up
to the coefficient of .

o Fill the remaining rows of the Routh array with the elements as mentioned in the
table . Continue this process till you get the first column element of row s is an.
Here, a, isthe coefficient of s in the characteristic polynomial.

Note— If any row elements of the Routh table have some common factor, then you can
divide the row elements with that factor for the simplification will be easy.

Consider the characteristic equation of the order ‘n’ is -

a0 S+tay S+ S+, +an St tan L =0

a0 (=2] au ds
g’
st a & a a
gr2 bl=(ala2— b2=(ala4—a5a0 b3=(ala6—a7
azal)/al )al a0)/al

gr3 cl=(bla3—b2  c2=(bla5-b3a
al)/bl 1)/bl
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Sufficient Condition for Routh-Hurwitz Stability

The sufficient condition is that al the elements of the first column of the Routh array should
have the same sign. This means that all the elements of the first column of the Routh array
should be either positive or negative.

Example
Let usfind the stability of the control system having characteristic equation,
S*+353+38+2s+1=0

Step 1 — Verify the necessary condition for the Routh-Hurwitz stability.

All the coefficients of the characteristic polynomial, S*+3s°+3s*+2s+1 are positive. So, the
control system satisfies the necessary condition.

Step 2 — Form the Routh array for the given characteristic polynomial.

st 1 3
S 3 2
? (3><3);(2><1) - 7/3 (3><1);(0><1) -1
gt (7/3%2)—(1x3) —5/7
7/3
s 1

Step 3 — Verify the sufficient condition for the Routh-Hurwitz stability.

All the elements of the first column of the Routh array are positive. There is no sign change
in the first column of the Routh array. So, the control systemis stable.

Special Cases of Routh Array

The two special cases are —

e Thefirst element of any row of the Routh array is zero.
e All the elements of any row of the Routh array are zero.

Let us now discuss how to overcome the difficulty in these two cases, one by one.
First Element of any row of the Routh array is zero

If any row of the Routh array contains only the first element as zero and at least one of the
remaining elements have non-zero value, then replace the first element with a small positive
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integer, e. And then continue the process of completing the Routh table. Now, find the
number of sign changes in the first column of the Routh table by substituting € tendsto zero.

Example
Let usfind the stability of the control system having characteristic equation,
S*+253++2s+1=0

Step 1 — Verify the necessary condition for the Routh-Hurwitz stability.

All the coefficients of the characteristic polynomial, S*+2s*+s?+2s+1are positive. So, the
control system satisfied the necessary condition.

Step 2 — Form the Routh array for the given characteristic polynomial.

1 1 1
2 2
0 1

Special case (i) — Only the first element of row S° is zero. So, replace it by € and continue
the process of completing the Routh table

. 1 1
s3 1 1
2 ¢ 1
sl [(ex1)—(1x1])/e = (e-1)le

0

Step 3 — Verify the sufficient condition for the Routh-Hurwitz stability.
As e tends to zero, the Routh table becomes like this.

s 1 1 1

s3



=00

0

There are two sign changes in the first column of Routh table. Hence, the control system is
unstable.

All the Elements of any row of the Routh array are zero
In this case, follow these two steps —
o Writethe auxilary equation, A(s) of the row, which is just above the row of zeros.

« Differentiate the auxiliary equation, A(s) with respect to s. Fill the row of zeros with
these coefficients.

Example

Let usfind the stability of the control system having characteristic equation,
S*+35++53+35%+5+3=0

Step 1 — Verify the necessary condition for the Routh-Hurwitz stability.

All the coefficients of the given characteristic polynomial are positive. So, the control
system satisfied the necessary condition.

Step 2 — Form the Routh array for the given characteristic polynomial.

5 1 1 1
s 31 31 31
3 0 0

2

sl

0

The row 4 elements have the common factor of 3. So, al these elements are divided by 3.
Special case (ii) — All the elements of row S3 are zero. So, write the auxiliary equation, A(S)
of the row s4.

A(9)=s*+s’+1

Differentiate the above equation with respect to s.

LG = 463425
ds

Place these coefficients in row s°.

5 1 1 1



1 1 1
3 4 2
2 05 1
sl 3
0 1

Step 3 — Verify the sufficient condition for the Routh-Hurwitz stability.

There are two sign changes in the first column of Routh table. Hence, the control system is
unstable.

In the Routh-Hurwitz stability criterion, we can know whether the closed loop poles are in
on left half of the ‘s’ plane or on the right half of the ‘s’ plane or on an imaginary axis. So,
we can’t find the nature of the control system. To overcome this limitation, there is a
technique known as the root locus. We will discuss this technique in the next two chapters.

Root L ocus

In the root locus diagram, we can observe the path of the closed loop poles. Hence, we can
identify the nature of the control system. In this technique, we will use an open loop transfer
function to know the stability of the closed loop control system.

The Root locus is the locus of the roots of the characteristic equation by varying system gain
K from zero to infinity.

Angle Condition and Magnitude Condition

The points on the root locus branches satisfy the angle condition. So, the angle condition is
used to know whether the point exist on root locus branch or not. We can find the value of K
for the points on the root locus branches by using magnitude condition. So, we can use the
magnitude condition for the points, and this satisfies the angle condition.

Characteristic equation of closed loop control systemis
1+G(s)H(s)=0
=>G(g9)H(s) =—-1+]0

The phase angle of G(s)H(s) is
£G(9)H(9)=tan* 0/(-1)=(2n+1)n

The angle condition is the point at which the angle of the open loop transfer function is an
odd multiple of 180°.

Magnitude of G(s)H(s) is -
IG(9H(9)| =/ (—1)* + 0* =1



The magnitude condition is that the point (which satisfied the angle condition) at which the
magnitude of the open loop transfer function is one.

Rules for Construction of Root L ocus

Follow these rules for constructing a root locus.

Rule 1 — Locate the open loop poles and zeros in the ‘s’ plane.
Rule 2 — Find the number of root locus branches.

We know that the root locus branches start a the open loop poles and end either at open
loop zeros or at «. S0, the number of root locus branches N is equal to the number of finite
open loop poles P or the number of finite open loop zeros Z, whichever is greater.

Mathematically, we can write the number of root locus branches N as

N=Pif P>Z
N=Z if P<Z

Rule 3 — Identify and draw the real axisroot locus branches.

A point or segment on the real axis lies on the root locus if the sum of open loop poles and
open loop zerosto the right of this point or segment is odd.

Rule 4 — Find the centroid and the angle of asymptotes.

Asymptotes give the direction of these root locus branches.
Number of Asymptotes= P -Z
The intersection point of asymptotes on the real axis is known as centroid.

We can calculate the centroid a4 by using this formula,

P Y:Real part of finite open loop poles—)Y Real part of finite open loop zeros
4=
P-Z

The formula for the angle of asymptotes is

_ (2q+1)180
P-Z

®a
Where,

g=0,1,2,....,(P-Z-1)

Rule 5 — Find the intersection points of root locus branches with an imaginary axis.

We can calculate the point at which the root locus branch intersects the imaginary axis and
the value of K at that point by using the Routh array method

Rule 6 — Find Break-away and Break-in points.

o |f there exists a real axis root locus branch between two open loop poles, then there
will be a break-away point in between these two open loop poles.

o |f there exists areal axis root locus branch between two open loop zeros, then there
will be abreak-in point in between these two open loop zeros.

Note — Break-away and break-in points exist only on the real axis root locus branches.
Follow these steps to find break-away and break-in points.

e WriteK intermsof sfrom the characteristic equation 1+G(s)H(s)=0



« Differentiate K with respect to s and make it equal to zero. Substitute these values
of sin the above equation.
e Thevalues of sfor which the K value is positive are the break points.

Rule 7 — Find the angle of departure and the angle of arrival.

The Angle of departure and the angle of arrival can be calculated at complex conjugate open
loop poles and complex conjugate open loop zeros respectively.

The formula for the angle of departure ¢q is
®4= 180 —sum of the angles of vectors drawn to this pole to other poles + sum of the angles
of vectors drawn to this pole to zeros

The formula for the angle of arrival «; is

®,= 180 —sum of the angles of vectors drawn to this zero to other zeros + sum of the angles
of vectors drawn to this zero to poles

Example

Let us now draw the root locus of the control system having open loop transfer function
k
G(s)H(s)=

s(s+1)(s+5)

Step 1 — The given open loop transfer function has three poles at s=0, s=—1 and s=—5. It
doesn’t have any zero. Therefore, the number of root locus branches is equal to the number
of poles of the open loop transfer function.

N=P=3

Root Locus Branch Root Locus Branch

. s
_t N
'Sﬁ ? °

Not a Root Locus Branch

The three poles are located are shown in the above figure. The line segment
between s=—1 and s=0 is one branch of root locus on real axis. And the other branch of the
root locus on the real axis is the line segment to the left of s=—5 i.e in between -5 and .

Step 2— We will get the values of the centroid and the angle of asymptotes by using the
given formulae.

Centroid 64 = 0;_5 = -2

2q+1)180 2q+1)180
The angle of asymptotes ®a = ¢ q:_; ={ q;_(),

are 8=60°,180° and 300°

for g= 0, 1, 2 angle of asymptotes

The centroid and three asymptotes are shown in the following figure.



Asymptote with 60%angle -

Asymptote with 180%angle s

o
td
’
s
s
s’
”,
’

Asymptote with 300%angle o

Step 3 — Since two asymptotes have the angles of 60° and 300°, two root locus branches
intersect the imaginary axis. By using the Routh array method and special case(ii), the
intersects of root locus branches to the imaginary axis can be found out as below

The characteristics equation of the given TF is 1+G(s)H(s)= 0
k

Orl+—=0
s(s+1)(s+5)
Or s+65+5s+K =0
Routh array
$3 1 5
s2 6 k
sl 30—k 0
6
0 K

For system stability the coefficient of Routh’s array having positive and non zero value
hence:
K>0

30T_k>00r k< 30

The range of K for which the system became stable is 0< k <30
At k = 30, the system auxiliary equation is

65 +30=0

Ors=+jV5



Hence the root locus intersect the imaginary axis at + jv5

Step 4 — There will be one break-away point on the real axis root locus branch between the
poles s=—1 and s=0. By following the procedure given for the calculation of break-away
point,
The characteristics equation S*+6s2+5s+K =0

Or K= -($*+65%+59)

dk
_:0
ds

Or 3 &+ 12s5+5=0

Theroots of s=-0.473, -3.52

Since breskaway point must lie between O and -1, it is clear that s=—0.473is actual
breakaway point.

The root locus diagram for the given control system is shown in the following figure.

jw

Break away
point=-0.473

X

Example :- A feedback control system has open-loop transfer function
K;

s(5+3)(52+25+2)

G{s)H{s) =

Draw root locus asK isvaried from0to « .

Solution:
Step-1 :- Find OL poles and OL zeros fromthe OLTF

OL polesare S=0,-3, (-1+j1) and (-1-j1)
There are no finite OL zeros.
Mark OL pole with cross and OL zero with circle in S-plane as shown.



4 i
Step-2 Find the parts of the real axis at which root locus lies.

A point on real axis lieson root locus if the number of OL poles+OL zeros on the real axisto
the right of the point is odd.Hence the Root locus exist between s=0 and s= -3 in the real axis.

Step-3 Number of root locus branchesN = P=4
Step-4 Find number of asymptotes:

Number of asymptotes= P - Z = 4 (where P,Z = nos of open loop pole and zero)

Step-5Calculation for cetroid
_ YReal part of finite open loop poles—Y Real part of finite open loop zeros
B P-Z
(0=4=1—1) — (0}
== = -1.25

4
Step-6 Calculation for asymptotic angle:
180 (0+1)
Dp = % For g=0; P, = — 45"

For =1, 180 (2+1) 0
T e - L

Forg=2; @, = 225"

@, = 315"



For g=3;
So, from steps 2,3 and 4 , four asymptotes cut the real axis at -1.25 and make angles 45°,
135°, 225° and 315°, as shown below.

+ U 0
‘ al J

Step-7: Find
the breakaway
points(points a  which two or more root locus branches  meet)

Breakaway points are the solutions of (dK4/ds)=0
The characteristic equation will be S(S+3)(S?+2S+2)+Ks =0

From the characteristic equation,
Ka = -S(S+3)(S*+25+2) = -(S*+55°+85*+65)

- dK,

We get, S=-2.3, (-0.725j0.365)

Not al values obtained as solutions of (dK#/ds)=0 need to be necessarily the breskaway
points. Out of the obtained s values only those values of S which satisfy angle condition are
the actual breakaway points.

On checking angle condition we find that (-0.725+j0.365) do not satisfy it. Therefore, only
S= -2.3 isthe only breakaway point. So, the real axis from 0 to -3 contains root locus which
breakdown at -2.3 as shown.



Step-8 :- Find angles of departure asthereisapresence of polein complex plane (angle
which aroot locus branch starting from an open loop pole, makes with aline parallel to the
asymptotic line.

The formula for the angle of departure ¢4 is
®4= 180 —sum of the angles of vectors drawn to this pole to other poles + sum of the angles

of vectors drawn to this pole to zeros
Or dg= 180 — ( 90°+135°+26.6° ) = -71.6"

So, root locus branch starts from (-1+j1) at an angle -71.6°. Since root locus is always
mirror image about real axis, therefore, root locus starts from (-1-j1) at  +71.6°.

2 ] a - Aok AT i
T RN-H-6 «—— angle of aepariure
/_f"" | \\ ’
- '-’ 8 \"\ - 4 =5 -
. ,}i +T 64 ‘ \‘\ — ' S
Ed ’ 1] L3
A | i
I.
X \
<130 \
e 1 ‘
P \

\ . \
\ .- 5 ) ) ‘-
Cl"-ﬂ 12s subt f:-’i-’.it’J
8

Step-9 :- Find the points at which root locus branches intersect jw axis.
The characteristic equation will be S(S+3)(S%+2S+2)+Ks =0

Or S™55%+8S%+6S+ K,=0, Make rouths array;



st 1 8 Ka

s 5 6
? (5x8);(6x1) - 68 Ka
st (6.8 x 6) — (Ka X 5)

6.8
s Ka

For the system to be stable all the coefficient of the first column of the Routh’s array having
positive and non zero value. Hence for system stability
Ka>0

(6.8x6)—(Kax5) >0
6.8

Or 0<Ka<8.16
For Ka = 8.16 the Auxiliary equation is 6.8s*+ 8.16 = 0
Ors=-1.2
Ors=+4jl1.1
The points of intersection comes out to be +j1.1 and —j1.1
The complete root locus is shown below.




Effects of Adding Open Loop Poles and Zeros on Root Locus
Effect of addition of open loop pole Effect of addition of open loop zero

the system gets restrlctedl

i

|~!J~'~4\\ [

, _h if d toy ds rlght as oomp_ 0
vious case. So system stability further
cted,




The root locus changes its nature and | “o foox 1ocus chandes Its nature

- s . and shifts to left away from
- shifts towards imaginary axis.  imaginary axis.
‘»The system becomes oscillatory. ‘»Relative stability of system
‘»Gain Margin enhances relatively, thus | = Increases.
stability decreases. »System becomes less oscillatory,

‘»Gain margin increases and so
rRange of k reduces. does the range of K.

#Settling time increases. »Settlina time decreases.




MODULE -1V
Frequency Response Analysis

Introduction:

The response of a system can be partitioned into both the transient response and the steady state
response. We can find the transient response by using Fourier integrals. The steady state response
of a system for an input sinusoidal signal is known as the frequency response. In this chapter,
we will focus only on the steady state response.

If a sinusoidal signal is applied as an input to a Linear Time-Invariant (LTI) system, then it
produces the steady state output, which is also a sinusoidal signal. The input and output
sinusoidal signals have the same frequency, but different amplitudes and phase angles.

Let the input and output signal be —
r(t)=Asin(ot) 1)
c(t)=Bsin(ot+ ¢) 2
The open loop transfer function will be —
G(s)=G(jo)
We can represent G(jm) in terms of magnitude and phase as shown below.
G(j0)=IG(0)|£G(jw)
The output signal is
c(t)=A|G(jo)[sin(ot+£G(jw)) (3)
e Theamplitude of the output sinusoidal signal is obtained by multiplying the amplitude of
the input sinusoidal signal and the magnitude of G(jo) at .

e Thephase of the output sinusoidal signal is obtained by adding the phase of the input
sinusoidal signal and the phase of G(jo) a ®

Where,
e A isthe amplitude of the input sinusoidal signal.
o Qisangular frequency of the input sinusoidal signal.
We can write, angular frequency o as shown bel c;w.
o=2nf

Here, f is the frequency of the input sinusoidal signal. Similarly, you can follow the same
procedure for closed loop control system.

Correlation between time and frequency response:

The frequency domain specifications are resonant peak, resonant frequency and bandwidth.

Consider the transfer function of the second order closed loop control system as,



T(s) = C(s)/R(s)=wn?/( S2+2(wnStan’)
Substitute, s= jo in the above equation.
T(jo)= on? /(jo)*+2{on(jo)+ on

>T(jw)= o = 4% :
- ; 2 2 2
_a)2+2]<(1)(1)n+(.|.)n wn (_(‘)_2)_{_2]'((&)4.1
wy On

o o (4)
(1-22)2¢sn)
Let, = =u Substitute this value in the above equation.

T(w)=

1
(1-u?)+j2¢u ()

Magnitude of T(jo) is-

M=[T(jo)|= E (6)

Ja-u2)’+2q0)?
Phase of T(jo) is-
£T(jo)=—tan-1-4

(1—u?) @)

The steady-state output of the system for a sinusoidal input of unit magnitude and variable
frequency o is given by

C(t) = L Sin(ot- tant =%y (8)
[(1—u2)*+(2¢u)? (1-u?)

Resonant Frequency:

It is the frequency at which the magnitude of the frequency response has peak value for the first

time. It is denoted by or. At = the first derivate of the magnitude of T(jo) is zero.
Differentiate M with respect to u.

am| _ 1 —-4(1-ud)u,+80%u, _

al ™ T 2 [aubeou

=>4u3 - 4u,+8("u, =0

su = [1-20 9)

i.e, or=on /1 -2 (10)
Resonant Peak:

It is the peak (maximum) value of the magnitude of T(jw). It is denoted by Mr.
At u=u, the Magnitude of T(jo) is-



1

[(1-u2)* +(2¢u)?

Substitute, ur =+/1 — 2¢? in the above equation, we get

M=[T (o)l

=1
Mr= e (12)

The phase angle of T(jo) at resonant frequency ur obtained from equation 7 is

@ =-tant[/1—2¢2 /(] (12)

Resonant peak in frequency response corresponds to the peak overshoot in the time domain
transient response for certain values of damping ratio {. So, the resonant peak and peak
overshoot are correlated to each other.

Bandwidth:
It is the range of frequencies over which, the magnitude of T(jw) dropsto 70.7% (0.707) from its
zero frequency value.
At ©=0, the value of u will be zero.
Substitute, u=0in M, frm equation 6
M= ~ =1
(1-0%)"+(2¢0)

Therefore, the magnitude of T(jm) isone at ®=0.
At 3-dB frequency, the magnitude of T(jw) will be 70.7% of magnitude of T(jo) a w=0.

i.e., a o=op, M=0.707(1) =12

AT

0.707 s Bandwidlh

1

1

)

1

i

| =
0 oy e [l

Typical magnification curve of a feedback control system,

1 1
V2 Ja—upzeouy)?

=2 =(1-w?)* +(2 {)* u’

From Equation 6: M =

Let, up?=x
=2=(1-X)?>+(20)*>x =x2 +(4 { > -2)x—1=0



=X =

—(4¢?-2)+/(4?-2)%-4
2

Consider only the positive value of x.

= ~(a2=2)+[@T2a
2
or X =1—2¢2/2 —42 + 4%

Substitute, x= Un? =wb%/won’

we?lwn2 =1 — 272,/2 —4¢2 + A%

=@®b=n J 1-2¢%[2 -4 +4¢ (13)

Bandwidth wb in the frequency response is inversely proportional to the rise timetr in the time
domain transient response.

Bode Plots

Sinusoidal transfer function is graphically represented by Bode plot for determining the stability
of the control system. Bode plot is alogarithmic plot and consists of two plots.

e A plot of the logarithmic (base 10) of magnitude (in decibel) Vs frequency in logarithmic
scaei.e. log o.

e A plot of Phase plot (¢) Vsfrequency in logarithmic scalei.e. log w.

In both the plots, x-axis represents angular frequency (logarithmic scale). Whereas, y-axis
represents the magnitude (linear scale) of open loop transfer function in the magnitude plot and
the phase angle (linear scale) of the open loop transfer function in the phase plot.

The magnitude of the open loop transfer function in dB (decibel) is -
M=20l0g|G(jo)H(jw)| (1)
The phase angle of the open loop transfer function in degreesis -
$=2G(jo)H(jw) )

Note — the base of logarithm is 10.

Basic of Bode Plots

Let the generalised expression for open-loop transfer function of a system be given by:

K[(l +5Ty)(1+5Ty) ... ]m';
(1+sT,)(1+ ) 1) P ]{-‘2 +28w,s+ wzz] (3)

where K, Ty, Ty, ..., T, Ty -, & @, are ali real coefficients

G(s)H(s)= -
7



Put s= jo in equation 3, we get
K[(1+joT) 1+ j0T;)...]
. 2
(ja)* [(1+0T,) (14 0T, )...][1 . m( ‘;i] +[Jm£ﬂ (4)

. K[(1+ joT;)(1+ joT;)...] | ©
(j)" [(1+j0T,) (14 joT;)...][1+ j28u - 12 ]

G (ju) H (joo) =

Where u= ®/on

From equation 5, the magnitude of G(jo)H(jo) in decibels is given by

From equation (11.9), the magnitude of G (jw) H (jo) in decibels is given by
20 logp| G (jow) H (jw) | =20 log,y K + (20 log,, | 1 + jwT, | +20logyy | 1+jaT, | ..)
~[20nlog @+ 20log | 1+jT, | +20%og | 1+juT, | +.1-2logye | (1-iD+2Eu| (g

or 2010g:|G(jw) H(jew)| = [20 log K +20 log 1+’ T2 +20log 1+ 0 T? +..]
—20N log ®—20 log ,/14-00’1‘3 ~-20log \’Hm"!f

e =20 log J (1 -~ uz)2 +4&h? ©)
and phase angle of G (jw) H (jw) is given by
£G(jeo) H(jw) = £K + Z(14 JOT,) + Z(1 4 jooT) + .
= £(jo)" - £(1 +jWT,) ~ £(1 4 joT,) ...
—Z£(1 =18+ j2Eu)
£G(jo) H (jo) = 0° + tan™ &T, + tan™ T, + ... (8
- (90 x n) - tan™ T, - tan™? T, ...

—tan™’ ( &] ©

1_u2

Generally there are the following seven simple types of factors in G (jw) H (jo) :
() Constant K
(i) Zeros at origin (o)™
(iii) Poles at the origin (jw)™
(iv) Simple zero on real axis (1 + jwT)

(v) Simple pole on real axis i+ jaT)

. et
(vi) Complex conjugate pole (1 + j2Eu~ “z)

(vii) Complex conjugate zero (1 + j2&u — u’)



Procedurefor plotting Bode plot:
Step 1: Rewrite the open loop transfer function in the time constant form as given in equation 4.
Step 2: Identify the corner frequencies associated with each factor of the transfer function.
Step 3: After knowing the corner frequencies, draw the asymptotic magnitude plot. This plot
consists of straight line segments with line slope changing at each corner frequency as follows.
(i) + 20 db / decade for a zero and + 20n db/decade for a zero of multiplicity n.
(i) -20db/decade for a pole and - 20n db/decade for a pole of multiplicity n.
(iii) + 40db/decade for a complex conjugate zero and + 40n db/decade for a complex
Conjugate zero of multiplicity n.
(iv)-40db/decade for a complex conjugate pole and - 40n db/decade for a complex
Conjugate pole of multiplicity n.
Step 3: Initial slope of Bode plot are calculated as follows.
(1) For type zero system draw aline up to first (lowest) corner frequency having O
db/decade slope.
(i) For type one system draw aline having slope of -20db/decade up to =K. Mark first
(lowest) corner frequency.
(i) For type two system draw aline having slope of -40db/decade up to @=VK and so on.
Mark first (lowest) corner frequency.
Step 4: Draw aline up to second corner frequency by adding the slope of next pole or zero to the
previous slope and so on.
Step 5: Calculate phase angle for different values of @ from the equation 9 and join all points.

Note — The corner frequency (0=1/K) is the frequency at which there is a change in the slope of
the magnitude plot.

1000
(s+100)

Example 1. Draw the bode plot for unity feedback control system having G(s)=

Solution:

Stepl: Open-loop transfer function in time constant form is given by

1000
(s+100)

G(s9)H(9)=

1000 _ 10

- loow - (1+40.01s)
100

10
(1+0.01w)

(Time constant form)

Put s= jo G(o)H(o)=

Step 2: Corner frequency » = 1/0.001 = 100
Step 3: Thereis one pole on the real axis hence magnitude plot is a straight line having slope of -
20 db/decade.

Step 4: Asthe system istype zero system so magnitude plot isastraight line parallel to o db
axis and having magnitude 20l0g10K = 2010g1010= 20db.

Step 5: phase angle ¢ = -tan™ 0.01w. The table shows value of ¢ when o varies from 0 to co.



S. No. [0 ¢
5 0 0°
2, 10 - 5.7°
3: 100 - 45°
4. 500 - 78.7°
5. 1000 - 84.29°
6. 10,000 - 90°

Example 2: Draw the bode plot for unity feedback control system having

G(s) = 5(st+2)/s(s+10)

Put s= jo B .
- 5X2[|+—J g d
G(j(D)= L _._.—-I':-}!‘:("“1:l L l;g]) — zm = 2}&;
Jo\ o 10| 1+7% ' (|+-—]
'”"{ ) e
2

: : —_ 2 =] =1 ﬂ [ =1 ﬂ
IG(w)|£G(jw) -—ljmlhﬂ.{[?l} +tan (2] tan [lﬂﬂ
10




Magnitude plot:

Sl Factor Corner Slope Asymptotic log magnitude
No Frequency
1 1 None -20 Straight line of dope -20 db/decade and
jo db/decade | intersecting the 0 dB axis at ®=K=1and extend
upto first corner frequency 2.
2 1+0.5jw 2 +20 Draw a net slope (-20) + (+20)= O db/decade
db/decade | from corner frequency 2 to the next corner
freguency 10.
3 1 10 -20 Draw the net slope of 0+(-20)= -20 db/decade
1+4+0.1jw db/decade | from corner frequency 10 to oo.

Note: Arrange the table in increasing order of corner frequency.

For different value of  calculate phase angle 2G(jw) and join al the points by free hand.

(dB) 4
20 _
S oy Ei}
Rt Eﬂllugm‘l + J—‘
2
1
0
0.1
_21] -
vlf.'l A _IE
e+ tan 3 L
e
.= —tan~ 10
“a 1 |_‘-|- .ll|| 1 L 1 -
0.1 02 1 a4 100 100 w
_00° _-J"__/_'_Tf_ .................. \\,h_
\\_gﬂu‘

Computation of Gain Margin and Phase Margin

From the Bode plots, we can say whether the control system is stable, marginally stable or
unstable based on the values of these parameters.

e Gain cross over frequency and phase cross over frequency
e Gain margin and phase margin

Phase Cross over Frequency

The frequency at which the phase plot is having the phase of -180° is known as phase cross over
frequency. It is denoted by wpc. The unit of phase cross over frequency israd/sec.



Gain Crossover Frequency

The frequency at which the magnitude plot is having the magnitude of zero dB is known as gain
crossover frequency. It is denoted by wge. The unit of gain cross over frequency is rad/sec.

The stability of the control system based on the relation between the phase cross over frequency
and the gain cross over frequency is listed below.

« If the phase cross over frequency wyc iS greater than the gain cross over frequency wgc,
then the control system is stable.

« If the phase cross over frequency wpc is equal to the gain cross over frequency wgc, then
the control system is marginally stable.

« If the phase cross over frequency mpc is less than the gain cross over frequency wgc, then
the control system is unstable.

+
|
Magriuoe b

-\

| -y ::""'_\;\\. L —— \'O)T;lult !
. M 0db —\\ C N
{ ! v OM o — \\ O =0 ¢
,,!_- g :
et d B <o \<\ .
E ~
| oik .;f‘ _ - - — ‘\t ve PM ) st 4 |
I b Be== | PM=0r
: = torr ,_\%_— — () b
Mpc >(Dgc, GM & PM are +ve Mpc <(Dgc, GM & PM are—ve MWpc =Wqgc, GM=PM=0
Stable System Un-stable System marginally stable system
Gain Margin

Gain margin GM is defined as the margin in gain alowable by which gain can be increased till
system reaches on the verge of instability. It is equal to negative of the magnitude in dB at phase
cross over frequency. Mathematically

GM=20l0g10 ( = - 2010910 |G ()| w=wp,

= )
|G(jw)|a) (‘)pc
I'he unit of gai“ |||argi|| (GM) isdB.

Phase Margin

Phase margin can be defined as the amount of additional phase lag which can be introduced in
the system till the system reaches on the verge of instability. The formulafor phase margin PM is

PM=[ 26 (j0) =y | ~ (-1809)

= 180°+ [ £G ()| w=ayc

The unit of phase margin is degrees.



The stability of the control system based on the relation between gain margin and phase margin
islisted below.

« If both the gain margin GM and the phase margin PM are positive, then the control system

isstable.

« If both the gain margin GM and the phase margin PM are equal to zero, then the control
system is marginally stable.
e If the gain margin GM and / or the phase margin PM are/is negative, then the control

system isunstable.
Example3: A unity feedback control system has

20

G(9)=

s(1+0.15)(1+0.01s)

Draw the bode plot. Find Gain crossover frequency, phase crossover frequency, gain margin
and phase margin.
Solution: Put s= jo in open loop transfer function

20

G(s)= jo(1 +0.1jw)(1+0.01jw)
1G(w)I£G(jw)=— ¢1+(o.1m2)2 e L 90 - tan=10.1w — tan~10.01w
S Factor Corner Slope Asymptotic log magnitude
No Frequency
1 20 None -20 Straight line of dope -20 db/decade and
j_w db/decade intersecting the 0 dB axis at ®=K=20 and
extend upto first corner frequency 10.
2 1 10 20 db/decade | Draw a net slope (-20) + (-20)= -40 db/decade
140.1jw from corner frequency 10 to the next corner
frequency 100.
3 1 100 -20 Draw the net dope of (- 40)+(-20)= -60
1+40.01jw db/decade db/decade from corner frequency 100 to oo.

The table shown below shows phase angle for the different value of .

5. No. i {
1. 0 - 90°
2. 10 - 95.71°
3. 20 - 164.74°
4. 50 - 195.25°
5. J 100 - 219.3°




From the plots

1. Gain crossover frequency mgc = 13.5

2. Phase crossover frequency @pc = 33

3. ®pc >wge, GM & PM are +ve, hence the system become stable.
4. Gain Margin=+15db

5. Phase Margin= 180°-(+124°)= +56°

All pass and minimum phase system

If al the poles and zeros of any transfer function lie o the left half of s-plane, such type of
transfer function is known as minimum phase transfer function.

The transfer function having a pole-zero pattern which is antisymmetric about the
imaginary axisi.efor every polein the left half plane, there is azero in the mirror image position.
Thistype of transfer function is known as all passtransfer function.

A common example of such transfer function is

G(jw)= e (2)

1+ jwT

Pole zero configuration of equation 1is shown below:
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Figure 1. All pass system

All pass transfer function has a magnitude of unity at al frequency and a phase angle of
(- 2 tantwT)which varies from 0° to -180° as w increases from 0 to c. The property of unit
magnitude at all frequencies applies to all transfer function with antisymmetric pole-zero
pattern. Physical systems with this property are called all-pass system.

Now consider the case where the transfer function has poles in the left haf s-plane and
zero in both left and right half s-plane. Poles are not permitted to lie in the right half s-plane
because such a system would be unstable. Consider the following transfer function

N 1- jwT
Gajo)= (1+jwT)(1+jwT) 2

Whose pole zero pattern is shown in figure . Thistransfer function may be rewritten as

. 1+jwT 1- jwT] _ . .
Gl(]w): [(1+ij1)(1+ja)T2)] [1+ij] B GZ(’](D) G(]w) (3)
Which is now become the product of two transfer function Ga(jw) i.e minimum phase transfer
function shown in figure (2b) and G(jo) i.e all pass transfer function shown in figure (2c). It is
clear that Gi(jo) and Gz(jw) have identical curve of magnitude Vs frequency but their phase Vs
frequency curve are different as shown in figure(3). Gz(jw) having a smaller range of phase angle
than Gi(jm). A transfer function which has one or more zeros and no pole in the right half s-plane
is known as non- minimum phase transfer function.

In general if the transfer function has any zeros in the right half s-plane, it is possible to
extract them one by one by associating them with all-pass transfer function as shown in
figure(2a).

A common example of a non-minimum phase element is transportation lag which has
transfer function

G(jw)= e 7*T=12 — wT rad = 12 — 57.3wT degree

Other possible non-minimum transfer function are:

1. where more than one possible signal paths are available between input and output asin
|attice network.

2. When there is inductive coupling between input and output in addition to conduction.
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Polar Plots

Polar plot is a plot which can be drawn between magnitude and phase. It is a plot of magnitude
|G (jw)| versus phase angle<G (jw)on polar co-ordinates as input frequency () is varied from 0
to oo. Here, the magnitudes are represented by normal values only.

The polar form of G(jo) is

G(j0)= [G(jw)| £G(jw)
Rulesfor Drawing Polar Plots
Follow these rules for plotting the polar plots.

Stepl. Substitute, s=jw in the open loop transfer function.
Step2. Write the expressions for magnitude and the phase of G(jw)



Step3. Find the starting magnitude and the phase of G(jo) by substituting ®=0. So, the polar plot
starts with this magnitude and the phase angle.

Step4. Find the ending magnitude and the phase of G(jw) by substituting w=. So, the polar plot
ends with this magnitude and the phase angle.

Step5. Check whether the polar plot intersects the real axis, by making the imaginary term
of G(jo) equal to zero and find the value(s) of .

Step6. Determine the intersection of polar plot with real axis and imaginary axis, as follows:

i. Rationalise the function G(jo) and separate the real and imaginary parts.

ii. Intersection with imaginary axis: equate the real term of |G(jw)| to zero and find the
value of frequency (w) at which the polar plot intersects the imaginary axis. Now put
thisvalue of ® into |G(jw)|. Which gives |G(jo)| at this point of intersection.

iii. Intersection with real axis: equate the imaginary term of |G(jo)| to zero and find the
value of frequency (o) at which the polar plot intersects the real axis. Now put
thisvalue of o into |G(jw)|. Which gives |G(jw)| at this point of intersection.

Step7. By using this information, plot the points on the complex plane. Make the arrow on the
plot for increasing frequency from O to oo.

Examplel: Consider the open loop transfer function of a closed loop control system.
G(9)=—r

(1+ST1)(1+ST2)
Draw the polar plot.
Step 1 — Substitute, S=jo in the open loop transfer function.

L 1
G(]m)_(1+ij1)(1+ij2)

The magnitude of the open loop transfer function is

. _ 1
|G(jw)| _\/1+(le)2\/1+((»5)2

The phase angle of the open loop transfer function is
LG(]CO)Z—taI’Tl (I)Tl_tan_l (DTZ

Step 2 — The following table shows the magnitude and the phase angle of the open loop transfer
function at »=0 rad/sec and w=co rad/sec.

Frequency (rad/sec) Magnitude Phase angle(degr ees)

o0 0 -180°



So, the polar plot starts at (1,0%) and ends at (0,—180°). The first and the second terms within the
brackets indicate the magnitude and phase angle respectively.

Step 3— This polar plot will intersect the negative imaginary axis. The phase angle
corresponding to the negative imaginary axis is —90° or 270°. So, by equating the phase angle of
the open loop transfer function to either —90° or 270°, we will get the  value as

£G(jo)=—tant wT,—tan* wT,= -90°

By substituting u):% in the magnitude of the open loop transfer function, we will get
142

1 _JTiT2

1 2 1 2 T14T2
1+(—T) 1+(—T)
JTiTz ! JT1T3 2

So, we can draw the polar plot with the above information on the polar graph sheet.

|G(jw)|=

A Im




The following table shows polat plot for different type of control system:




CHAPTER-V
Nyquist Plots

I ntroduction:

Nyquist plots are the continuation of polar plots for finding the stability of the closed loop
control systems by varying o from —oo to 0. That means, Nyquist plots are used to draw the
complete frequency response of the open loop transfer function.

Principle of argument

The Nyquist stability criterion works on the principle of argument. It states that if there are P
poles and Z zeros are enclosed by the ‘s’ plane contour, then the corresponding G(s)H(s) plane
must encircle the origin P-Z times. So, we can write the number of encirclements N as,

N=P-Z

o |If the ‘s’ plane contour contains only poles, then the direction of the encirclement in
the q(s) plane will be opposite (counter clock wise) to the direction of ‘s’ plane contour.

o |If the ‘s’ plane contour contains only zeros, then the direction of the encirclement in
the q(s) plane will be in the same (clock wise) direction as that of ‘s’ plane contour.

For example, in case of 1 zero and 3 poles enclosed by the s- plane contour, the net encirclement
of the origin by the g(s) plane contour is (3-1) two counter-clockwise revolution as shown in
figure below. This relationship between the enclosure of poles and zeros of G(s)H(s) b the s-plane
contour and the encirclement of the origin by G(s)H(s) contour is commonly known as principle
of argument.

¥

quaplans

—l—n—«*_n

U T

Nyquist stability criterion

The characteristics equation of asystemis
a(s) = 1+G(s9)H(s)
The standard pole zero form of the OLTF G(S)H(s) is

G(S)H(S) -K (s+z1)(s+zy)——————— (s+zm) (1)

(s+P1)(s+Pp)———————— (s+Pp)




(s+z1)(s+2z3)——————-— (s+2zm)

R O ooy vy w— (5+Pn)
_ (s+P)(s+Py)———————— (s+Pp)+K(s+z1)(s+zp)——————— (s+zm)
- (s+P;)(s+Pp)———————— (s+Pp)
:(S+Z{)(S+Z£) _________ (S+Z7{l) (2)
(s+P1)(s+P2)———————— (s+Pp)

From the above equation it is seen that the zeros of (s) are the root of the characteristics equation
and the poles q(s) are same as the poles of open loop system. For the system to be stable, the roots
of the characteristics equation and hence the zeros of q(s) must lie in the left half s-plane. It is
important to note that even if some of the open-loop poles lie in the right half s-plane all the
zeros of q(s) i.e, the closed-loop poles may lie in the left half s-plane. It means that an open-loop
unstable system may lead to a closed-loop stable system.

In order to investigate the presence of any zero of q(s) in the right half of s-plane, a
contour to be chosen which completely encloses the right half of s-plane called as Nyquist
contour. It is directed clockwise and consist of an infinite line segment C: and an arc C; of
infinite redius.
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ne Nyquist contour.

indentad Myquist contour for jeo-axis open-loop poles.

As the Nyquist contour encloses al the right half s-plane poles and zeros of q(s), let there are ‘z’
zeros and ‘P’ poles in the right half of s-plane. As s moves along the nyquist contour in the s-
plane, a closed contour T'q is traversed in q(s) plane which encloses the origin N (=P-Z) timesin
anticlockwise direction.
For the system to be stable, there should be no zeros of (s) in theright half of s-planei.e,
Z=0
SoN=P
The above equation implies that for a close loop system to be stable, the number of counter-
clockwise encirclement of the origin of the q(s) plane by the contour I'q should be equal the
number of the right half s-plane poles of q(s) which are aso the poles of open-loop transfer
function G(s)H(s).
The open-loop transfer function can be written as
G(9)H(9)=q(9)- 1= [1+ G(9)H(9)]-1 3



Therefore the contour 'y Of G(S)H(S) corresponding to the nyquist contour in the s-plane is the
same as contour I'q oOf q(S) (=1+ G(s)H(s)) drawn from the point (-1+j0). Thus the encirclement
of the origin by the contour I'q of q(S) is equivalent to the encirclement of the point (-1+j0) by the
contour I'eH Of G(S)H(S) as shown below.

I'q contour

Contour I of G(s) H (s) corresponding to Nyquist contour.

Statement of nyquist stability criterion:

1. If the contour T'cH corresponding to the Nyquist contour in the s-plane encircles the point (-
1+j0) in the counter-clockwise direction as many times as the number of right half s-plane pole
of G(s)H(s), the close loop system is stable.

2. The closed loop system is stable if the contour I'en does not encircles the point (-1+j0).

Mapping of Nyquist contour into the contour ' Of G(S)H(S):
1. For imaginary axis: Put s= jo in G(S)H(S) where s varies from —joo to +joo .

2. For infinite semi circle: put s= Re/® where R—co and 6 varies from + 90° to -90.
3. For presence of pole at origin: put s= € e/®where e—o and 0 varies from - 90° to +90°.

4. For presence of pole at imaginary axis. put = jo1+ € e/®where e and 0 varies from - 90° to
+90r.

Hence the compl ete contour I'cn is the polar plot of G(jo)H(jo) with varies from @ -oo to +oo.
Nyquist stability criterion applied to inverse Polar plot:

It is more convenient to work with inverse function 1/ G(jo)H(jo) rather than the direct function
G(jo)H(jo). Here we will see that the Nyquist stability criterion for direct polar plot can be
extended for use to inverse polar plot after minor modification.

Let us consider a open-loop transfer function:

G(S)H(S) -K (s+z1)(s+zy)——————— (5+zm) (4)

(s+P1)(s+Pp)———————— (s+Pp)



For the system to be stable none of the roots of the characteristics equation should lie in the right
half s-plane or on the jo-axis. The characteristics equation is

_ _ (s+z))(s+z3)————————- (s+2z3)
A(S)= 1+ GIOH(S) =" Gy ———os (s+Pp) ©)
Dividing equation 5 by 4, we get
N _ (s+z1)(s+z5)————————- (s+2zn)
R o e VPSP E— (5+2m) ©)

From equation 5 and 6 it is seen that the zeros of q’(s) is same as the q(s), which are the roots of
the characteristics equation. It is further noticed that the poles of q(s) are same as the poles of

1
COHE or the zeros of G(S)H(s).

G(s)H(s), while the poles of q’(s) are same as the poles of

1
G(s)H(s)

It can be concluded that if has P right half s-plane poles and the characteristics

1
G(s)H(s)

equation has Z right half s-plane zeros, the locus of encircle the point (-1+j0) N timesin

counter-clockwise direction where N= P-Z.
Since for system stability no zeros of the characteristics equation locate on right half s-
planei.e, Z=0, the Nyquist stability criterion for inverse polar plots can be stated below:

1
G(s)H(s)
counter-clockwise the point (-1+j0) as many times as are the number of right half s-plane pole of

1
G(s)H(s)’

“It the Nyquist plot of

corresponding to the Nyquist contour in the s-plane, encircles

the closed-loop system is stable. “

1
G(s)H(s)

stable provided the net encirclement of (-1+j0) point by the Nyquist plot of

In special case where has no pole in theright half s-plane, the close loop systemis

1

GOHE) IS Z€ero.

Assessment of relative stability using Nyquist criterion:

The measure of relative stability of a closed-loop systems which are open-loop stable can
be analysed through the study of Nyquist plots. The stability of such system can be determined by
polar plot of G(s)H(s). It can be imagined that as the polar plot gets closer to (-1+j0) point, the
system tends towards instability.

Consider two different systems whose closed loop poles are shown on the s-planein figure
aand b respectively. It is seen that system A is more stable than system B because its closed-loop
poles are located comparatively away to the left from jo-axis. The open-loop frequency response
(polar) plots for system A and B are shown in figure ‘c’ and ‘d’, respectively. The comparison of
the closed-loop pole location of these two system with their corresponding polar plot shows that
as a polar plot moves closer to (-1+j0) point, the system closed-loop poles move closer to the jo-
axis and hence the system becomes relatively less stable and vice versa



4 Jjo .lr Jw

#
i ®
:' System A E System B
i i
i o 1 o
} I
; I
(a) () *
% fv A jv
System A System B
- + jo =1 % o0 g
1 — Jo T B’
p— '1 u - 'EM u
Gjow) H(jw)-locus
Glfa) H{jw)-locus
(c) (d)

Correlation between the closed-loop s-plane root locations
and open-loop frequency response curves.

The figure as given below shows a G(jo)H(jo) locus which crosses the negative real axisat a
frequency =2 with an intercept of a. Let aunit circle centred at origin (passes through point -
1+j0) intersect the G(jo)H(jo) locus at a frequency w=w1 and let the phasor G(jo1)H(jo1) makes
an angle of ¢ with the negative real axis measured positively in counter-clockwise direction. It is
observed that as G(jo)H(jo) locus approaches (-1+j0) point, the relative stability reduces.
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Constant Magnitude Loci or Constant M Circle

The closed loop transfer function of a unity feedback system is given by

] 288

=

_C(s) _ Gis)
TO= )6 “1560)
__C(jw) G(jo)
Ty R (jo) 1+ G(jo)
Let G(jm)=x+jy
o (x+jy) o x+jy
T(’m)-1+(x+jy)—1+x+jy 1)

Let magnitude of T (jo) is M, we can write

|x+jy| _ J¥+y 2
=|1+x+;‘y|_ (1+2) +¢°
Sauaring both sides, we gel
NETE . ©
(1+2)" +y?

M*[(1 +x)2-4-_z/2]=.7:2-i-y2
M1 +2%+2x + ¥l = ¥ + 47
M+ +2x+1] -2 -y =0
A (M*=1) +2xM? + 2 (M2 1) + M? =0




or 2 2xM? 2 M?

X - o =
(l -M2) Y T M2
[ 2 a2
or > A 2xM* 5 M* TR M? I- M?
2] Yy = — +
(1-m?) | (1-3) (1-m?) | (1-m2)
2 2
M 2
* S T e S
(1-m?) (1-Mm?) @
Equation 2 represents the equation of a circle with centre at [(f—;z) 0] having radius of (1_”1'”2)
If M=1, then Equation 3 becomes(1 + x)? + y2 =x? + y? orx= —% (5)

It isaequation for straight line parallel to the y-axis and passing through (— % 0) in the G(jo)

plane. For each value of M (except M=1) we get acircle. These circles are known as Constant
Magnitude Loci or Constant M Circle.

P

Constant M-circles.



Constant Phase Loci or Constant N Circle
From equation 1

T(ay=SUO) _ (x+jy)
R(jw) (1+ x)+ jy
Phase angle of T (jw) is given by

2T (jo) = 4[@}4( (x +jy) ]

R (jo) 1+x)+jy
e 0=tan~ (¥ |_an-1|_Y¥
x) " (_m (6)
Yo ¥
= tan § = — 1+x
2
g
x(1+x)
ORIy SN
X+ x4y
Let tan8=N @)
N B
Zax+yt ®
or N@E+x+y) =y
Y- °—l=0
or XTFx+y o
Add l+ L to both sides, we get
4 4N? 9)
1
2 __'lL }.-’- 1 :}--(.-
Crx+y N+4 (4N2) a
7 2
1 2 Pl 2
or (x+5) +[l _ZN] 1 T aINe (10)

1 1

Equation 10 represents the equation of circle with it centre at ( P

. . 1 1
) with radius (Z toa )
For different values of N i.e, phase angle 6, equation 10 represents the family of the circles. For a
particular circle, the value of N i.e, phase angle 6 remain constant on it. Therefore these circle are
known as constant phase loci or N circles.
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A family of constant N circles.

Nichols Plot

Constant magnitude loci that are M-circles and constant phase angle loci that are N-circles
are the fundamental components in designing the Nichols chart. The constant M and constant N
circles in G (jw) plane can be used for the analysis and design of control systems. However the
constant M and constant N circles in gain phase plane are prepared for system design and analysis
as these plots supply information with fewer manipulations. Gain phase plane is the graph having
gain in decibel aong the ordinate (vertical axis) and phase angle along the abscissa (horizontal
axis). The M and N circles of G (o) in the gain phase plane are transformed into M and N
contours in rectangular co-ordinates. A point on the constant M loci in G (jo) plane is transferred
to gain phase plane by drawing the vector directed from the origin of G (jo) plane to a particular
point on M circle and then measuring the length in db and angle in degree.
The critical point in G (jo), plane corresponds to the point of zero decibel and -180° in the gain
phase plane. Plot of M and N circles in gain phase plane is known as Nichols chart /plot.

The Nichols plot is named after the American engineer N.B Nichols who formulated this plot.
Compensators can be designed using Nichols plot. Nichols plot technique is however also used in


https://www.electrical4u.com/control-system-closed-loop-open-loop-control-system/

designing of dc motor. This is used in signa processing and control design. Nyquist plot in
complex plane shows how phase of transfer function and frequency variation of magnitude are
related. We can find out the gain and phase for a given frequency. Angle of positive rea axis
determines the phase and distance from origin of complex plane determines the gain.
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Step-6: Check for stability:

As P=0; N=0; Hence Z=0, System is stable.
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